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Abstract. It is shown that the universal theory of the free pseudocomplemented distributive

lattice is decidable and a recursive axiomatization is presented. This contrasts with the case

of the full elementary theory of the finitely generated free algebras which is known to be

undecidable. As a by-product, a description of the pseudocomplemented distributive lattices

that can be embedded into the free algebra is also obtained.

1. Introduction

A class of similar algebras is said to be a variety when it is closed under the formation

of homomorphic images, subalgebras, and direct products. One of the main distinguishing

features of varieties is that they contain free algebras with arbitrarily large sets of free

generators (see, e.g., [4, Cor. II.11.10]). This observation forms the main ingredient of the

proof of a celebrated theorem of Birkhoff, stating that varieties coincide with equational classes

(see, e.g., [4, Thm. II.11.9]). In addition, each variety is generated by its countably-generated

free algebra and, consequently, an equation holds in a variety if and only if it holds in its

countably-generated free algebra.

Because of this, the problem of determining whether the elementary theory of free algebras

of a given variety is decidable has attracted significant attention. For instance, a major

problem raised by Tarski in 1945 asked whether any two free groups with two or more free

generators are elementarily equivalent and whether the theory of free groups is decidable.

Both problems were shown to have an affirmative answer in [12, 24].

In this paper, we focus on free pseudocomplemented distributive lattices. We recall that a

pseudocomplemented distributive lattice is an algebra 〈A;∧,∨,¬, 0, 1〉 comprising a bounded

distributive lattice 〈A;∧,∨, 0, 1〉 and a unary operation ¬ that, when applied to an element

a ∈ A, produces the largest element whose meet with a is 0 (see, e.g., [1, Sec. VIII]). From a

logical standpoint, the importance of pseudocomplemented distributive lattices derives from

the fact that these form the implication-free subreducts of Heyting algebras (see, e.g., [3,

Proof of Thm. 2.6]). As such, pseudocomplemented distributive lattices can be viewed as

the algebraic counterpart of the implication-less fragment of the intuitionistic propositional

calculus IPC in the same way that Boolean algebras are related to classical logic (see, e.g.,

[22]).
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We recall that the class of pseudocomplemented distributive lattices is a variety and,

therefore, free pseudocomplemented distributive lattices exist. The elementary theory of all

finitely generated free pseudocomplemented distributive lattices was shown to be undecidable

in [11].1 In contrast, we show that the universal theory of all finitely generated free pseudo-

complemented distributive lattices is decidable and exhibit a recursive axiomatization for

it (Theorems 7.4 and 7.13). Notably, this theory coincides with the universal theory of any

κ-generated free pseudocomplemented distributive lattice with κ infinite. Consequently, as

the universal theory of the countably-generated free algebra of a variety coincides with the

set of the so-called admissible universal sentences for that variety [5, Thm. 2] (see also [23]),

our results can also be phrased in terms of admissiblity (Remark 7.14).

Our main tools are Priestley duality for pseudocomplemented distributive lattices [20] and

the description of free pseudocomplemented distributive lattices in terms of their Priestley

duals in [25, 7]. We also rely on the characterization of the join-irreducibles of the finitely

generated free pseudocomplemented distributive lattices in [14]. Our strategy, on the other

hand, hinges on two very general observations (Theorems 2.2 and 2.7), which hold for each

variety V that is finitely axiomatizable, locally finite, and of finite type. Let Th∀(F ) be

the universal theory of the countably-generated free algebra F of V. Then the following

conditions hold:

(i) the models of Th∀(F ) are the members of V whose finite subalgebras embed into F ;

(ii) if Th∀(F ) is recursively axiomatizable, then it is also decidable.

As the variety of pseudocomplemented distributive lattices is finitely axiomatizable, locally

finite, and of finite type (see, e.g., [1, Thm. VIII.3.1] and [2, Thm. 4.55]), the observations

above apply to the universal theory of the countably-generated free pseudocomplemented

distributive lattice (from now on, simply the “free algebra”).

First, we introduce the notion of a poset with a free skeleton (Section 5) and show that

a finite pseudocomplemented distributive lattices can be embedded into the free algebra

if and only if its Priestley dual has a free skeleton (Proposition 6.2). When coupled with

(i), this yields that the models of the universal theory of the free algebra are precisely the

pseudocomplemented distributive lattices whose finite subalgebras have a Priestley dual

with a free skeleton (Theorem 6.1). As the latter demand can be rendered as a recursive

set of formulas (Proposition 7.12), from (ii) it follows that the universal theory of the free

pseudocomplemented distributive lattice is decidable (and axiomatized by this set).

2. Universal theories, free algebras, and decidability

Let I,H,S,P, and Pu be the class operators of closure under isomorphic copies, homomorphic

images, subalgebras, direct products, and ultraproducts. A sentence is said to be universal

when it is of the form ∀x1, . . . , xnP , where P is a quantifier-free formula. A class of similar

algebras is universal when it can be axiomatized by a set of universal sentences or, equivalently,

when it is closed under I,S, and Pu (see, e.g., [4, Thm. V.2.20]). As a consequence, the validity

of universal sentences persists under I,S, and Pu. Given a class of similar algebras K, the

1Further decision problems related to pseudocomplemented distributive lattices were investigated in [13].
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least universal class containing K will be denoted by U(K). Notably, U(K) = ISPu(K) (see,

e.g., [4, Thm. V.2.20]).

Let K be a class of similar algebras. Given a sentence P , we write K � P to indicate that

P is valid in all the members of K. When K = {A}, we will write A � P as a shorthand for

K � P . An algebra A is said to be a model of a set of sentences Σ when A � P for every

P ∈ Σ. The set of universal sentences valid in K is called the universal theory of K and will

be denoted by Th∀(K). When K = {A}, we will write Th∀(A) as a shorthand for Th∀(K).

Clearly, the class of models of Th∀(K) coincides with U(K).

Given an algebra A and a set X ⊆ A, we denote by SgA(X) the subuniverse of A generated

by X. A subalgebra B of A is said to be finitely generated when there exists a finite X ⊆ A

such that B = SgA(X). We will make use of the following observation.

Proposition 2.1. Let K ∪ {A} be a class of similar algebras. The following conditions hold:

(i) if every finitely generated subalgebra of A belongs to IS(K), then A ∈ U(K);

(ii) if A is finite and A ∈ U(K), then A ∈ IS(K).

Proof. Recall that U(K) = ISPu(K). For (i), see [4, Thm. V.2.14]. For (ii), consider a finite

A ∈ U(K) = ISPu(K). By  Loś’ Theorem [4, Thm. V.2.9] we obtain A ∈ IS(K) as desired. �

A class of similar algebras is said to be a variety when it can be axiomatized by a set of

equations or, equivalently, when it is closed under H,S, and P (see, e.g., [4, Thm. II.11.9]).

While every variety is a universal class, the converse is not true in general. A class of algebras

K is said to be locally finite when SgA(X) is finite for every A ∈ K and finite X ⊆ A. We

will rely on the next observation.

Theorem 2.2. Let V be a locally finite variety and K ⊆ V. Then the class of models of

Th∀(K) is

{A ∈ V : B ∈ IS(K) for every finite subalgebra B of A}.

Proof. Recall that the class of models of Th∀(K) is U(K). Therefore, it suffices to show that

U(K) = {A ∈ V : B ∈ IS(K) for every finite subalgebra B of A}.

To prove the inclusion from left to right, consider A ∈ U(K) and let B be a finite subalgebra

of A. Then B ∈ SU(K). Since U(K) is a universal class, it is closed under S and, therefore,

B ∈ U(K). As B is finite, we can apply Proposition 2.1(ii), obtaining B ∈ IS(K). Lastly,

recall that V is a variety containing K by assumption. Therefore, U(K) ⊆ V. Together with

A ∈ U(K), this yields A ∈ V as desired.

Then we turn to prove the inclusion from right to left. Let A ∈ V be such that B ∈ IS(K)

for every finite subalgebra B of A. Since K ⊆ V and V is locally finite by assumption, this

implies that B ∈ IS(K) for every finitely generated subalgebra B of A. By Proposition 2.1(i)

this yields A ∈ U(K). �

A notable feature of varieties is that they contain free algebras with arbitrarily large sets

of free generators, as we proceed to recall. Let V be a variety and κ a positive cardinal. We

denote the term algebra in the language of V with set of variables {xα : α < κ} by TV(κ).
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Then the free algebra FV(κ) of V with κ free generators is the quotient of TV(κ) under the

congruence

θκ := {〈t, s〉 ∈ TV(κ)× TV(κ) : V � t ≈ s}.

As we mentioned, the free algebra FV(κ) always belongs to V (see, e.g., [4, Thm. II.10.12]).

Moreover, the set of free generators of FV(κ) is {xα/θκ : α < κ}. The next results collects

some well-known properties of free algebras.

Proposition 2.3. The following conditions hold for every variety V and positive cardinal κ:

(i) the free algebra FV(κ) is the direct limit of the direct system whose objects are the

subalgebras AX of FV(κ) generated by a finite nonempty set X ⊆ {xα/θκ : α < κ} and

whose arrows are the inclusion maps i : AY → AZ for Y ⊆ Z;

(ii) for every X ⊆ {xα/θκ : α < κ} the subalgebra of FV(κ) generated by X is isomorphic

to FV(|X|).

Proof. Condition (i) holds because FV(κ) is generated by {xα/θ : α < κ}, while (ii) holds by

construction. �

As a consequence of (ii), each algebra AX in condition (i) is isomorphic to FV(n) for some

n ∈ Z+. Therefore, from (i) we deduce the following.

Corollary 2.4. Let V be a variety and κ a positive cardinal. Then for each finitely generated

subalgebra A of FV(κ) there exists n ∈ Z+ such that A embeds into FV(n).

Although the following observation is folklore, we sketch a proof for the sake of completeness.

Theorem 2.5. Let V be a variety. Then for every infinite cardinal κ we have

Th∀(FV(ℵ0)) = Th∀(FV(κ)) = Th∀({FV(n) : n ∈ Z+}).

Proof. From Proposition 2.3(ii) it follows that FV(ℵ0) embeds into FV(κ) and that each FV(n)

embeds into FV(ℵ0). Since the validity of universal sentences persists under the formation of

subalgebras and isomorphic copies, this implies

Th∀(FV(κ)) ⊆ Th∀(FV(ℵ0)) ⊆ Th∀({FV(n) : n ∈ Z+}).

Therefore, it only remains to show that

Th∀({FV(n) : n ∈ Z+}) ⊆ Th∀(FV(κ)).

To this end, consider P ∈ Th∀({FV(n) : n ∈ Z+}). We need to prove that FV(κ) � P . Since

every finitely generated subalgebra of FV(κ) embeds into some FV(n) by Corollary 2.4, we

can apply Proposition 2.1(i), obtaining

FV(κ) ∈ U({FV(n) : n ∈ Z+}).

As {FV(n) : n ∈ Z+} � P by assumption and U({FV(n) : n ∈ Z+}) is the class of models of

the universal theory of {FV(n) : n ∈ Z+}, this implies FV(κ) � P . �
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Remark 2.6. Although we will not need it, we remark that Theorem 2.5 can be strengthened

as follows. Let V be a variety. Then for every infinite cardinal κ the free algebras FV(ℵ0)
and FV(κ) are elementarily equivalent, that is, satisfy exactly the same sentences. This is

a consequence of the so-called Tarski-Vaught Test (see, e.g., [6, Prop. 3.1.1]), which can be

applied to show that the natural embedding of FV(ℵ0) into FV(κ) is elementary. �

In what follows we will assume some familiarity with the basics of computability theory

(see, e.g., [10]). As we were unable to find a proof of the next result in the literature, we

decided to sketch one for the sake of completeness.

Theorem 2.7. Let V be a finitely axiomatizable variety of finite type. If Th∀(FV(ℵ0)) is

recursively axiomatizable, then it is also decidable.

Proof. Since Th∀(FV(ℵ0)) is recursively axiomatizable, it is also recursively enumerable (see,

e.g., [8, Thm. 35I]). Therefore, in order to prove that Th∀(FV(ℵ0)) is decidable, it suffices to

show that the following set is recursively enumerable

{P : P is a universal sentence such that FV(ℵ0) 2 P}.

In view of Theorem 2.5, the above set coincides with

X := {P : P is a universal sentence such that FV(n) 2 P for some n ∈ Z+}.

Then we turn to prove that X is recursively enumerable. Recall that each FV(n) is finite

because V is locally finite by assumption. Therefore, if we can construct mechanically the

various FV(n), we are done because if a universal sentence P fails in some FV(n), we will be

able to determine that this is the case in a finite amount of time by constructing the finite

algebra FV(1) and testing if P fails in it, then do the same for the finite algebra FV(2) if this

is not the case and so on, until we reach some n ∈ Z+ such that FV(n) 2 P .

Consequently, it only remains to show that each FV(n) can be constructed mechanically.

Since V is finitely axiomatizable, we can start enumerating all the equations valid in V (see,

e.g., [8, Thm. 35I]). As FV(n) is finite and V of finite type, in a finite amount of time we

will obtain a finite set of terms {t1, . . . , tm} ⊆ TV(n) containing x1, . . . , xn such that for each

basic k-ary operation f and ti1 , . . . , tik there exists tj with

V � f(ti1 , . . . , tik) ≈ tj.

Then we form the algebra A with universe {t1, . . . , tm} and whose basic k-ary operations f

are defined by the rules given by the above equations, that is, by stipulating that

f(ti1 , . . . , tik) = tj.

As A is finite and of finite type and V is finitely axiomatizable, we can find the least congruence

θ of A such that A/θ ∈ V in a finite amount of time. Lastly, from the construction of the

free algebra FV(n) it follows that A/θ ∼= FV(n). �
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3. Pseudocomplemented distributive lattices

A pseudocomplemented distributive lattice is an algebra A = 〈A;∧,∨,¬, 0, 1〉 which com-

prises a bounded distributive lattice 〈A;∧,∨, 0, 1〉 and a unary operation ¬ such that for

every a, b ∈ A we have

a 6 ¬b ⇐⇒ a ∧ b = 0.

This means that ¬b is the largest a ∈ A such that a ∧ b = 0. The element ¬b is called

the pseudocomplement of b. Equivalently, pseudocomplemented distributive lattices are the

implication-less subreducts of Heyting algebras A = 〈A;∧,∨,¬,→, 0, 1〉 (see, e.g., [3, Proof

of Thm. 2.6]).

We will make use of the following property of pseudocomplements (see, e.g., [2, Lem. 3.33]).

Proposition 3.1. Let a be an element of a pseudocomplemented distributive lattice. Then

¬¬¬a = ¬a.

It is well known that the class of pseudocomplemented distributive lattices forms a finitely

axiomatizable variety (see, e.g., [1, Thm. VIII.3.1]). Furthermore, the following holds (see,

e.g., [2, Thm. 4.55]).

Theorem 3.2. The variety of pseudocomplemented distributive lattices is locally finite.

Notably, every finite distributive lattice 〈A;∧,∨, 0, 1〉 can be viewed as a pseudocomple-

mented one by setting

¬a := max{b ∈ A : a ∧ b = 0} for each a ∈ A.

The same is true for the lattice of open sets of every topological space by stipulating that if

U is an open set, then ¬U is the topological interior of U c.

In view of Priestley duality [18, 19], bounded distributive lattices can be studied through

the lenses of duality theory, as we proceed to recall. Given a poset 〈X;6〉 and Y ⊆ X, let

↑Y := {x ∈ X : there exists y ∈ Y such that y 6 x};
↓Y := {x ∈ X : there exists y ∈ Y such that x 6 y}.

The set Y is said to be an upset (resp. downset) if Y = ↑Y (resp. Y = ↓Y ). When Y = {x},
we will write ↑x and ↓x instead of ↑{x} and ↓{x}. For every x, y ∈ X with x 6 y, we let

[x, y] := {z ∈ X : x 6 z 6 y}.
An ordered topological space is a triple 〈X,6, τ〉 comprising a poset 〈X,6〉 and a topology

τ on X. Given an ordered topological space X, we denote the set of its clopen upsets by

ClopUp(X). An ordered topological space X is said to be a Priestley space when it is compact

and satisfies the Priestley separation axiom, namely, the demand that for every x, y ∈ X,

if x 
 y, there exists U ∈ ClopUp(X) such that x ∈ U and y /∈ U.

A map p : X → Y between Priestley spaces is said to be a Priestley morphism when it is

continuous and order preserving. We denote the category of Priestley spaces with Priestley

morphisms between them by Pries. Similarly, we denote the category of bounded distributive

lattices with homomorphisms between them by DL.
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Priestley duality establishes a dual equivalence between DL and Pries. More precisely, let

A be a bounded distributive lattice. A set F ⊆ A is a prime filter of A when it is a nonempty

proper upset such that for every a, b ∈ A,

(a, b ∈ F =⇒ a ∧ b ∈ F ) and (a ∨ b ∈ F =⇒ a ∈ F or b ∈ F ).

We denote the set of prime filters of A by Pr(A). Now, for each a ∈ A let

γA(a) := {F ∈ Pr(A) : a ∈ F}.

Then the triple A∗ := 〈Pr(A),⊆, τ〉, where τ is the topology on Pr(A) generated by the

subbasis

{γA(a) : a ∈ A} ∪ {γA(a)c : a ∈ A},
is a Priestley space. Furthermore, given a homomorphism h : A → B between bounded

distributive lattices, the map h∗ : B∗ → A∗ defined by the rule h∗(F ) := h−1[F ] is a Priestley

morphism. Notably, the transformation (−)∗ : DL→ Pries can be viewed as a contravariant

functor.

On the other hand, given a Priestley space X, the structure X∗ := 〈ClopUp(X);∩,∪,∅, X〉
is a bounded distributive lattice. Moreover, given a Priestley morphism p : X → Y , the map

p∗ : Y ∗ → X∗ defined by the rule p∗(U) := p−1[U ] is a homomorphism of bounded distributive

lattices. Lastly, the transformation (−)∗ : Pries→ DL can also be viewed as a contravariant

functor.

Theorem 3.3 (Priestley duality). The functors (−)∗ and (−)∗ witness a dual equivalence

between categories DL and Pries.

As Priestley spaces are Hausdorff, the topology of each finite Priestley space is discrete.

Therefore, the full subcategory of Pries consisting of finite Priestley spaces is isomorphic to

the category of finite posets with order preserving maps between them. Together with the

fact that Priestley duality preserves the property of being finite, we obtain the following (see,

e.g., [9, Thm. 1.21]).

Theorem 3.4 (Finite Priestley duality). The category of finite bounded distributive lattices

with homomorphisms between them is dually equivalent to that of finite posets with order

preserving maps between them.

The dual A∗ of a finite distributive lattice A can be identified with the order dual of a

subposet of A, as we proceed to recall. Let At(A) and Jirr(A) be the sets of atoms and

of join-irreducibles of A, respectively. Recall that the join-irreducibles are assumed to be

different from 0. We view Jirr(A) as a poset with the order induced by the one of A. Then

consider the map ↑(−) : Jirr(A) → A∗ sending a to ↑a and the map min: A∗ → Jirr(A)

sending F ∈ A∗ to its least element minF . Moreover, given a poset X and Y ⊆ X, we

denote the set of maximal elements of the subposet of X with universe Y by maxY . In view

of the next observation (see, e.g., [9, p. 52]), A∗ can be identified with Jirr(A) and maxA∗
with At(A).

Proposition 3.5. The maps ↑(−) and min are well-defined dual isomorphisms inverse of

one another. Moreover, they restrict to bijections between At(A) and maxA∗.
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Lastly, the following is an immediate consequence of the finiteness of A.

Proposition 3.6. Let A be a finite distributive lattice. For every a ∈ A distinct from the

minimum of A there exists b ∈ At(A) such that b 6 a.

Let PDL be the category of pseudocomplemented distributive lattices with homomorphisms

between them. As PDL is a subcategory of DL, it is clear that Priestley duality restricts to a

duality between PDL and a suitable subcategory of Pries.

Definition 3.7.

(i) A Priestley space X is said to be a p-space when ↓U is clopen for every U ∈ ClopUp(X).

(ii) A map p : X → Y between posets is said to be a weak p-morphism when it is order

preserving and for every x ∈ X and y ∈ maxY ,

if p(x) 6 y, there exists z ∈ max ↑x such that p(z) = y.

The category of p-spaces with continuous weak p-morphisms between them will be denoted

by PSP.

Theorem 3.8. [20] Priestley duality yields a dual equivalence between PDL and PSP.

Theorems 3.4 and 3.8 yield the following finite duality.

Corollary 3.9. The category of finite pseudocomplemented distributive lattices with homo-

morphisms between them is dually equivalent to that of finite posets with weak p-morphisms

between them.

As we observed above, every finite distributive lattice can be seen as a pseudocomple-

mented distributive lattice. However, a homomorphism of bounded lattices between finite

pseudocomplemented distributive lattices does not necessarily preserve pseudocomplements.

So, the main difference between the categories of finite distributive lattices and of finite

pseudocomplemented distributive lattices lies in their morphisms. This is reflected in the fact

that an order preserving map between finite posets is not necessarily a weak p-morphism.

We will rely on the following observation.

Proposition 3.10. Let p : X → Y be a weak p-morphism between finite posets. Then

(i) p[max ↑x] = max ↑p(x) for every x ∈ X;

(ii) p[maxX] ⊆ Y .

Proof. (i): To prove the inclusion from left to right, consider y ∈ max ↑x. Since Y is finite,

there exists z ∈ maxY such that p(y) 6 z. As p is a weak p-morphism, there exists u ∈ max ↑y
such that p(u) = z. Together with the assumption that y is a maximal element of X, this

yields y = u and, therefore, p(y) = p(u) = z ∈ max ↑p(y). It follows that p(y) ∈ max ↑p(x)

because x 6 y and p is order preserving. Then we turn to prove the inclusion from right to

left. Let y ∈ max ↑p(x). Then p(x) 6 y. Since y ∈ maxY and p is a weak p-morphism, there

exists z ∈ max ↑x such that p(z) = y. Therefore, y ∈ p[max ↑x].

(ii): Let x ∈ maxX. From (i) it follows that {p(x)} = p[max ↑x] = max ↑p(x) ⊆ maxY .

Thus, p(x) ∈ maxY . �
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Under Priestley duality, embeddings in DL correspond to the morphisms in Pries that

are surjective (see, e.g. [19, Prop. 11]). As a consequence of Theorem 3.8, a similar dual

characterization holds for embeddings in PDL. For our purposes it will be sufficient to consider

embeddings between finite pseudocomplemented distributive lattices. We say that a poset

Y is a weak p-morphic image of a poset X when there exists a surjective weak p-morphism

from X onto Y .

Proposition 3.11. Let A,B ∈ PDL be finite. Then A embeds into B if and only if A∗ is a

weak p-morphic image of B∗.

4. Free extensions

We rely on the following universal construction (see, e.g., [16, Ch. IV]).

Definition 4.1. A pseudocomplemented distributive lattice B is free over a bounded distribu-

tive lattice A via a bounded lattice homomorphism e : A→ B when for every C ∈ PDL and

bounded lattice homomorphism f : A→ C there exists a unique PDL-morphism g : B → C

such that g ◦ e = f .

B C

A

∃! g

f
e

Notably, the pseudocomplemented distributive lattice free over a distributive lattice always

exists and is unique up to isomorphism (see, e.g., [16, Cor. IV.1.1]). Furthermore, it admits a

very transparent dual description [7], as we proceed to recall.

Let X be a Priestley space. The dual of the pseudocomplemented distributive lattice free

over X∗ can be described by means of the so-called Vietoris space V(X) of X [17]. As the

order-free reduct of the Priestley space X is a Stone space, the Vietoris space V(X) can

be described as follows [15, Lem. 2.7]: it is the set of all the nonempty closed subsets of X

equipped with the topology generated by the subbasis {2V,3V : V is a clopen subset of X},
where

2V := {C ∈ V(X) : C ⊆ V } and 3V := {C ∈ V(X) : C ∩ V 6= ∅}.

Definition 4.2. Given a Priestley space X, we let

P(X) := {〈x,C〉 ∈ X × V(X) : C ⊆ ↑x}.

We endow P(X) with the subspace topology induced by X ×V(X) and we order it as follows:

〈x,C〉 6 〈y,D〉 ⇐⇒ x 6 y and C ⊇ D.

Theorem 4.3. [7, Thm. 2.2] Let X be a Priestley space. Then P(X) is the dual of the

pseudocomplemented distributive lattice free over X∗.
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Remark 4.4. When the Priestley space X is finite, the definition of P(X) admits the following

simplification. Recall that, in this case, the topology of X is discrete. Consequently, every

subset of X is closed and

P(X) = {〈x,C〉 ∈ X × ℘(X) : x ∈ X and ∅ 6= C ⊆ ↑x},

where ℘(X) denotes the powerset of X.

Furthermore, in this case, P(X) is a finite Priestley space, whose topology is also discrete.

Therefore, we can identify P(X) with its underlying finite poset, thus making it amenable to

the finite duality of Corollary 3.9. �

Free extensions are tightly connected to free algebras as follows. The free pseudocomple-

mented distributive lattice FPDL(κ) is isomorphic to the free extension of the free bounded

distributive lattice FDL(κ). The dual of the latter is the Priestley space 2κ, obtained by

considering the direct power of the two-element chain 2 with universe {0, 1}, viewed as

Priestley space, endowed with the product topology (see, e.g., [9, Prop. 4.8]). Consequently,

from Theorem 4.3 we deduce the following.

Corollary 4.5. [7, Cor. 2.3(i)] Let κ be a cardinal. Then P(2κ) is the dual of FPDL(κ).

In the case where κ is finite, the above result was first discovered in [25].

5. Posets with a free skeleton

The following concept will play a fundamental role in this paper.

Definition 5.1. A poset X with minimum ⊥ is said to have a free skeleton when the following

hold:

(i) for every x ∈ X and nonempty Y ⊆ max ↑x there exists an element sx,Y ∈ ↑x such that

Y = max ↑sx,Y ;

(ii) for every x ∈ X and nonempty Y, Z ⊆ max ↑x,

Y ⊆ Z implies sx,Z 6 sx,Y ;

(iii) for every x ∈ X and nonempty Y ⊆ maxX,

max ↑x ⊆ Y implies s⊥,Y 6 x.

As shown by the next result, the structure of posets with a free skeleton is very permissive.

Proposition 5.2. Every bounded poset has a free skeleton.

Proof. Let X be a poset with minimum ⊥ and maximum >. Clearly, for every x ∈ X the

only nonempty subset of max ↑x is Y := {>}. Then for each x ∈ X let sx,Y := x. Clearly,

sx,Y ∈ ↑x. Moreover, Y = max ↑sx,Y because > is the maximum of X and Y = {>}.
Therefore, condition (i) of Definition 5.1 holds. Condition (ii) of the same definition holds

because Y is the only nonempty subset of maxX. Lastly, condition (iii) holds because s⊥,Y
is the minimum of X by definition. Hence, the poset X has a free skeleton. �
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The next result isolates a method for constructing new posets with a free skeleton from

given ones.

Proposition 5.3. Let X be a poset with a free skeleton and minimum ⊥. For each nonempty

Y ⊆ maxX the poset ↑s⊥,Y has also a free skeleton.

Proof. We will define a family

S := {s∗x,Z : x ∈ ↑s⊥,Y and ∅ 6= Z ⊆ max ↑x}

that globally satisfies the conditions of Definition 5.1 for the poset ↑s⊥,Y . For each x ∈ ↑s⊥,Y
and nonempty Z ⊆ max ↑x let

s∗x,Z :=

{
sx,Z if x > s⊥,Y ;

s⊥,Z if x = s⊥,Y .

Since x ∈ ↑s⊥,Y , condition (i) of Definition 5.1 yields

max ↑sx,Z = max ↑s⊥,Z = Z ⊆ max ↑x ⊆ max ↑s⊥,Y = Y.

By condition (iii) of Definition 5.1 we conclude that s⊥,Y 6 sx,Z , s⊥,Z . It follows that s∗x,Z
belongs to ↑s⊥,Y . Therefore, it only remains to prove that the family S globally satisfies the

conditions of Definition 5.1 for the poset ↑s⊥,Y . To this end, we will use without further

notice the fact that the family {sx,Z : x ∈ X and ∅ 6= Z ⊆ max ↑x} witnesses the property

of “having a free skeleton” for X.

Clearly, ↑s⊥,Y has a minimum. Moreover, condition (i) of Definition 5.1 holds because

for each x ∈ ↑s⊥,Y and nonempty Z ⊆ max ↑x we have Z = max ↑sx,Z = max ↑s⊥,Z , whence

Z = max ↑s∗x,Z by the definition of s∗x,Z . To prove condition (ii), consider x ∈ ↑s⊥,Y and

nonempty Z1, Z2 ⊆ max ↑x such that Z1 ⊆ Z2. Notice that Z1, Z2 ⊆ max ↑x ∩ max ↑⊥.

Consequently, sx,Z2 6 sx,Z1 and s⊥,Z2 6 s⊥,Z1 . Together with the definition of s∗x,Z1
and s∗x,Z2

,

this yields s∗x,Z2
6 s∗x,Z1

. Therefore, it only remains to prove condition (iii). Observe that

s⊥,Y is the minimum of ↑s⊥,Y and consider x ∈ ↑s⊥,Y and a nonempty Z ⊆ max ↑s⊥,Y such

that max ↑x ⊆ Z. From x ∈ X, ∅ 6= Z ⊆ maxX, and max ↑x ⊆ Z it follows that s⊥,Z 6 x.

By the definition of s∗s⊥,Y ,Z
this amounts to s∗s⊥,Y ,Z

6 x. As s⊥,Y is the minimum of ↑s⊥,Y ,

this establishes condition (iii) for the poset ↑s⊥,Y . �

Lastly, we will rely on the next observations.

Proposition 5.4. Let X and Y be finite posets such that Y has a free skeleton and let U be

an upset of X. Every weak p-morphism p : U → Y can be extended to a weak p-morphism

p+ : X → Y .

Proof. Since Y has a free skeleton, it is nonempty. As it is also finite, maxY is nonempty.

So, we can fix an element w of maxY . For each x ∈ X let

d(x) := p[U ∩max ↑x] and e(x) :=

{
d(x) if max ↑x ⊆ U ;

d(x) ∪ {w} otherwise.
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Notice that for each x ∈ X the set e(x) is a subset of maxY by Proposition 3.10(ii). Since X

is finite, max ↑x ⊆ U implies U ∩max ↑x = max ↑x 6= ∅. Thus, e(x) is nonempty for every

x ∈ X.

Now, let p+ : X → Y be the map defined for every x ∈ X as

p+(x) :=


p(x) if x ∈ U ;

s⊥,e(x) if x /∈ U ∪maxX;

w if x ∈ maxX − U.

As the three cases in the definition of p+ are mutually exclusive and each element of X

satisfies one of them, the map p+ : X → Y is a well-defined map that extends p : U → Y . It

only remains to prove that p+ is a weak p-morphism. We begin with the following observation:

Claim 5.5. For every x ∈ X we have e(x) = max ↑p+(x).

Proof of the Claim. We will consider the three cases in the definition of p+ separately. First,

suppose that x ∈ U . Since U is an upset containing x, we have max ↑x ⊆ U . By the definition

of e we also have e(x) = d(x) = p[U ∩ max ↑x] = p[max ↑x]. As p : U → Y is a weak p-

morphism, we obtain p[max ↑x] = max ↑p(x) by Proposition 3.10(i). Thus, e(x) = max ↑p+(x)

as desired because p(x) = p+(x).

In the case where x /∈ U ∪ maxX, we have max ↑p+(x) = max ↑s⊥,e(x) = e(x) by the

definition of p+ and condition (i) of Definition 5.1. Therefore, it only remains to consider the

case where x ∈ maxX −U . We have U ∩max ↑x = U ∩{x} = ∅. The definitions of e and p+

yield e(x) = d(x) ∪ {w} = {w} and max ↑p+(x) = max ↑w = {w} because w ∈ maxY . �

Now, we turn to prove that p+ is order preserving. To this end, let x, y ∈ X be such that

x < y. We may assume that either x or y does not belong to U , otherwise we are done

because p : U → Y is order preserving and p+ extends p. Since U is an upset and x < y,

this means that x /∈ U . As x < y, we also have x /∈ maxX. Then x /∈ U ∪maxX. By the

definition of p+ we obtain p+(x) = s⊥,e(x). In view of Claim 5.5, we have e(y) = max ↑p+(y).

From x 6 y it follows that d(y) ⊆ d(x). Since max ↑x ⊆ U implies max ↑y ⊆ U , we also have

e(y) ⊆ e(x). Therefore, max ↑p+(y) ⊆ e(x). By condition (iii) of Definition 5.1 we conclude

that p+(x) = s⊥,e(x) 6 p+(y) as desired.

It only remains to prove that p+ satisfies the weak p-morphism condition. Consider x ∈ X
and z ∈ max ↑p+(x). From Claim 5.5 we obtain z ∈ e(x). We have two cases: either z ∈ d(x)

or z /∈ d(x). First suppose that z ∈ d(x). Then there exists y ∈ U ∩ max ↑x such that

p(y) = z and we are done. Then we consider the case where z /∈ d(x). Since z ∈ e(x), we

obtain z ∈ e(x) − d(x). By the definition of e this implies that z = w and there exists

y ∈ max ↑x− U . So, y ∈ maxX − U , and the definition of p+ yields p+(y) = w = z. Since

y ∈ max ↑x, this establishes that p+ is a weak p-morphism. �

Proposition 5.6. Let A ∈ PDL be finite. Then A∗ has a free skeleton if and only if A is

nontrivial and the following holds:
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(i) for every a ∈ Jirr(A) and nonempty Y ⊆ At(A) ∩ ↓a there exists ca,Y ∈ Jirr(A) ∩ ↓a
such that

Y = At(A) ∩ ↓ca,Y ;

(ii) for every a ∈ Jirr(A) and nonempty Y, Z ⊆ At(A) ∩ ↓a,

Y ⊆ Z implies ca,Y 6 ca,Z ;

(iii) for every b ∈ A− {0} we have ¬¬b ∈ Jirr(A).

Proof. We first establish the following claim.

Claim 5.7. Let c, d ∈ A. Then At(A) ∩ ↓c = At(A) ∩ ↓¬¬c and

At(A) ∩ ↓c ⊆ At(A) ∩ ↓d implies c 6 ¬¬d.

Proof of the Claim. We begin by showing that At(A)∩↓c = At(A)∩↓¬¬c. The inclusion from

left to right holds because c 6 ¬¬c. To prove the other inclusion, consider e ∈ At(A)∩ ↓¬¬c.
Then e 6 ¬¬c, and so e ∧ ¬c = 0. Since e is an atom, if e 
 c, then e ∧ c = 0, and hence

e 6 ¬c. But this is impossible because otherwise e = e ∧ ¬c = 0, a contradiction with

e ∈ At(A). Thus, we conclude that e 6 c. This establishes the inclusion from right to left.

Hence, At(A) ∩ ↓c = At(A) ∩ ↓¬¬c.
Now, assume that At(A) ∩ ↓c ⊆ At(A) ∩ ↓d. We prove that c 6 ¬¬d. Suppose, with

a view to contradiction, that c 
 ¬¬d. Then c ∧ ¬d 6= 0. Since A is finite, there exists

e ∈ At(A) with e 6 c ∧ ¬d (see Proposition 3.6). Consequently e 6 c, but e 
 d otherwise

e 6 d ∧ ¬d = 0, a contradiction with e ∈ At(A). So, e ∈ At(A) ∩ ↓c and e /∈ At(A) ∩ ↓d,

contradicting the hypothesis. Thus, we conclude that c 6 ¬¬d. �

Recall from Proposition 3.5 that the maps ↑(−) : Jirr(A) → A∗ and min: A∗ → Jirr(A)

are dual order isomorphisms inverse of one another, which restrict to bijections between

At(A) and maxA∗. Moreover, A∗ has a least element if and only if 1 ∈ Jirr(A) because A is

finite. It is then straightforward to check that A∗ has a free skeleton if and only if 1 ∈ Jirr(A)

and A satisfies conditions (i) and (ii) in the statement, as well as the following condition:

(iii*) for every a ∈ Jirr(A) and nonempty Y ⊆ At(A),

At(A) ∩ ↓a ⊆ Y implies a 6 c1,Y .

Therefore, it only remains to show that 1 ∈ Jirr(A) and conditions (i), (ii), and (iii*) hold if

and only if A is nontrivial and conditions (i), (ii), and (iii) hold.

First, suppose that 1 ∈ Jirr(A) and conditions (i), (ii), and (iii*) hold. From 1 ∈ Jirr(A) it

follows that 1 6= 0. Hence, A is nontrivial. To show that (iii) holds, consider b ∈ A− {0}.
We prove that ¬¬b ∈ Jirr(A). Since A is finite and b 6= 0, the set Y := At(A) ∩ ↓b is

nonempty. Moreover, by Claim 5.7 we have At(A)∩↓¬¬b = At(A)∩↓b = Y . Thus, for every

a ∈ Jirr(A) with a 6 ¬¬b we have At(A) ∩ ↓a ⊆ At(A) ∩ ↓¬¬b = Y . Then (iii*) yields that

a 6 c1,Y for every a ∈ Jirr(A) such that a 6 ¬¬b. Since A is finite, ¬¬b is the join of the the

join-irreducibles below it and, therefore, ¬¬b 6 c1,Y . By (i) we have that At(A) ∩ ↓c1,Y = Y .

Since Y = At(A) ∩ ↓b, Claim 5.7 yields c1,Y 6 ¬¬b. It follows that ¬¬b = c1,Y ∈ Jirr(A).

Hence, (iii) holds.
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Conversely, assume that A is nontrivial and (i), (ii), and (iii) hold. We need to prove that

1 ∈ Jirr(A) and (iii*) holds. As A is nontrivial, we have 1 ∈ A−{0}. Together with 1 = ¬¬1

and (iii), this yields 1 ∈ Jirr(A). Now, for each nonempty Y ⊆ At(A) define c1,Y := ¬¬
∨
Y ,

which is join-irreducible by (iii). To conclude the proof, it suffices to show that the elements

c1,Y defined in this way satisfy (i), (ii), and (iii*).

First, by Claim 5.7 we have At(A) ∩ ↓c1,Y = At(A) ∩ ↓
∨
Y . Since atoms of distributive

lattices are join-prime and Y is a set of atoms, At(A)∩↓
∨
Y = Y . Thus, At(A)∩↓c1,Y = Y ,

whence (i) holds for c1,Y . Then let Z, Y ⊆ At(A) be nonempty. If Y ⊆ Z, then At(A)∩↓c1,Y =

Y ⊆ Z = At(A)∩↓c1,Z . Then Claim 5.7 implies c1,Y 6 ¬¬c1,Z . Since c1,Z = ¬¬
∨
Z, we have

¬¬c1,Z = c1,Z because ¬¬¬b = ¬b for every b ∈ A (see Proposition 3.1). Thus, c1,Y 6 c1,Z and,

therefore, condition (ii) holds for the elements of the form c1,Y and c1,Z . To show that (iii*)

holds, consider a ∈ Jirr(A) and a nonempty subset Y of At(A) such that At(A)∩↓a ⊆ Y . We

show that a 6 c1,Y . From (i) it follows that Y = At(A)∩↓c1,Y . So, At(A)∩↓a ⊆ At(A)∩↓c1,Y ,

which implies a 6 ¬¬c1,Y by Claim 5.7. Since ¬¬c1,Y = c1,Y , we obtain a 6 c1,Y . From the

definition of c1,Y and Proposition 3.1 it follows that ¬¬c1,Y = ¬¬¬¬
∨
Y = ¬¬

∨
Y = c1,Y .

Then (iii*) holds. �

6. Models of the universal theory

The aim of this section is to establish the following description of the models of the universal

theory Th∀(FPDL(ℵ0)) of the free pseudocomplemented distributive lattice FPDL(ℵ0).

Theorem 6.1. The class of models of Th∀(FPDL(ℵ0)) is

{A ∈ PDL : B∗ has a free skeleton for every finite subalgebra B of A}.

The above result is a consequence of the following fact, as we proceed to explain.

Proposition 6.2. Let A ∈ PDL be finite. Then A embeds into FPDL(ℵ0) if and only if the

poset A∗ has a free skeleton.

For suppose that Proposition 6.2 holds. Then Theorem 6.1 can be derived as follows.

Proof. Recall from Theorem 3.2 that PDL is a locally finite variety. Moreover, FPDL(ℵ0) ∈ PDL

because PDL contains free algebras. Therefore, we can apply Theorem 2.2, obtaining that

the class of models of Th∀(FPDL(ℵ0)) is

{A ∈ PDL : each finite subalgebra B of A embeds into FPDL(ℵ0)}.

By Proposition 6.2 this class coincides with the one in the statement of Theorem 6.1. �

The rest of this section is devoted to proving Proposition 6.2. To this end, it is convenient

to fix some notation. Let n ∈ Z+. In view of Remark 4.4 and Corollary 4.5, we will identify

the dual of the free algebra FPDL(n) with the finite poset P(2n) with universe

{〈x,C〉 ∈ 2n × ℘(2n) : ∅ 6= C ⊆ ↑x},

ordered as follows:

〈x,C〉 6 〈y,D〉 ⇐⇒ x 6 y and C ⊇ D.

We begin with the following observations.
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Proposition 6.3. Let n > 2 and let 0 be the minimum of 2n. The following conditions hold:

(i) the minimum of P(2n) is 〈0, 2n〉;
(ii) the set of atoms of P(2n) is {〈0, 2n − {x}〉 : x ∈ 2n};
(iii) the set of maximal elements of P(2n) is {〈x, {x}〉 : x ∈ 2n}. Furthermore, no atom is

maximal.

Proof. (i): Immediate from the definition of P(2n).

(ii): We begin by proving that 〈0, 2n − {x}〉 is an atom for every x ∈ 2n. Consider x ∈ 2n.

Since n > 2 we have 2n − {x} 6= ∅. Together with 2n − {x} ⊆ 2n = ↑0, this yields that

〈0, 2n − {x}〉 is an element of P(2n). Moreover, 〈0, 2n〉 < 〈0, 2n − {x}〉 by the definition of

P(2n). Since 〈0, 2n〉 is the minimum of P(2n) by (i), it only remains to prove that there exists

no element 〈z, Z〉 ∈ P(2n) such that 〈0, 2n〉 < 〈z, Z〉 < 〈0, 2n − {x}〉. Suppose the contrary.

By the definition of the order relation of P(2n) this yields

0 6 z 6 0 and 2n − {x} ⊆ Z ⊆ 2n.

Hence, z = 0 and Z ∈ {2n − {x}, 2n}, a contradiction with the assumption that 〈z, Z〉 differs

from 〈0, 2n〉 and 〈0, 2n − {x}〉. This concludes the proof that 〈0, 2n − {x}〉 is an atom for

each x ∈ 2n.

Therefore, it only remains to prove that every atom is of this form. To this end, consider

an atom 〈x,C〉. Observe that C 6= 2n, otherwise from 2n = C ⊆ ↑x it follows that x = 0 and,

therefore, 〈x,C〉 = 〈0, 2n〉, where the latter is the minimum P(2n) by (i). Then there exists

x ∈ 2n − C. So, 〈0, 2n − {x}〉 is an element of P(2n) that is not the minimum and is below

〈x,C〉. Since 〈x,C〉 is an atom, we conclude that 〈x,C〉 = 〈0, 2n − {x}〉 as desired.

(iii): We begin by showing that the set of maximal elements of P(2n) is {〈x, {x}〉 : x ∈ 2n}.
Clearly, 〈x, {x}〉 ∈ P(2n) for each x ∈ 2n. Furthermore, if x, y ∈ 2n are distinct, then the

elements 〈x, {x}〉 and 〈y, {y}〉 are incomparable because x /∈ {y} and y /∈ {x}. Therefore,

it suffices to show that every element of P(2n) is below an element of the form 〈x, {x}〉 for

some x ∈ 2n. Let 〈x,C〉 ∈ P(2n). Since C 6= ∅, there exists y ∈ C. Moreover, y ∈ C ⊆ ↑x
because 〈x,C〉 ∈ P(2n). Hence, we conclude that 〈x,C〉 6 〈y, {y}〉.

It only remains to show that no atom is maximal. By (ii) atoms are of the form 〈0, 2n−{x}〉
with x ∈ 2n. Then let x ∈ 2n. Observe that 2n − {x} 6= {y} for every y ∈ 2n because n > 2

by assumption. Together with the above description of maximal elements, this yields that

〈0, 2n − {x}〉 is not maximal. �

Proposition 6.4. For every n,m ∈ Z+ such that n 6 m there exists a surjective weak

p-morphism p : P(2m)→ P(2n).

Proof. By Proposition 2.3(ii) there exists an embedding h : FPDL(n)→ FPDL(m). Therefore,

we can apply Proposition 3.11 to obtain the desired surjective weak p-morphism p : P(2m)→
P(2n). �

We are now ready to prove Proposition 6.2. In view of Corollary 2.4, a finite pseudocomple-

mented distributive lattice A embeds into FPDL(ℵ0) if and only if it embeds into FPDL(n) for

some n ∈ Z+. Moreover, the latter is equivalent to the demand that A∗ is a weak p-morphic
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image of P(2n) for some n ∈ Z+ by Proposition 3.11. As a consequence, Proposition 6.2

follows immediately from the next observation.

Proposition 6.5. Let X be a finite poset. Then X is a weak p-morphic image of P(2n) for

some n ∈ Z+ if and only if X has a free skeleton.

Proof. We begin by proving the implication from left to right. Let p : P(2n) → X be a

surjective weak p-morphism with n ∈ Z+. First, we prove that X has a minimum. Recall

from Proposition 6.3(i) that 〈0, 2n〉 is the minimum of P(2n), where 0 is the minimum

of 2n. We will show that ⊥ := p(〈0, 2n〉) is the minimum of X. To this end, let x ∈ X.

Since p : P(2n) → X is surjective, there exists y ∈ P(2n) such that p(y) = x. Moreover,

〈0, 2n〉 6 y because 〈0, 2n〉 is the minimum of P(2n). As p is order preserving, we conclude

that ⊥ = p(〈0, 2n〉) 6 p(y) = x. Hence, ⊥ is the minimum of X as desired.

Now, observe that for each x ∈ 2n the pair 〈x, {x}〉 is an element of P(2n). Then for each

nonempty Y ⊆ maxX let

mY := {x ∈ 2n : p(〈x, {x}〉) ∈ Y }.

Claim 6.6. For every x ∈ X, nonempty Y ⊆ max ↑x, and 〈z, Z〉 ∈ P(2n),

if p(〈z, Z〉) = x, then 〈z, Z ∩mY 〉 ∈ P(2n).

Proof of the Claim. Suppose that p(〈z, Z〉) = x. From 〈z, Z〉 ∈ P(2n) it follows that Z ⊆ ↑z.

Then Z ∩mY ⊆ ↑z as well. Therefore, it only remains to prove that Z ∩mY 6= ∅. Since

Y 6= ∅, there exists y ∈ Y ⊆ max ↑x. By Proposition 3.10(i) we have

y ∈ max ↑x = max ↑p(〈z, Z〉) = p[max ↑〈z, Z〉].

Together with Proposition 6.3(iii), this implies that there exists v ∈ 2n such that 〈z, Z〉 6
〈v, {v}〉 and p(〈v, {v}〉) = y. From 〈z, Z〉 6 〈v, {v}〉 it follows that v ∈ Z and from

p(〈v, {v}〉) = y that v ∈ mY . Thus, v ∈ Z ∩mY and, therefore, Z ∩mY 6= ∅. �

Recall that the minimum ⊥ of X coincides with p(〈0, 2n)〉. Therefore, Claim 6.6 guarantees

that for each nonempty Y ⊆ maxX we have 〈0,mY 〉 = 〈0, 2n ∩ mY 〉 ∈ P(2n). Then we

define s⊥,Y := p(〈0,mY 〉). Furthermore, since p is surjective, for every x ∈ X − {⊥} there

exists 〈z, Z〉 ∈ P(2n) such that p(〈z, Z〉) = x. By the Claim we have 〈z, Z ∩mY 〉 ∈ P(2n)

for every nonempty Y ⊆ max ↑x. Then for every nonempty Y ⊆ max ↑x we define sx,Y :=

p(〈z, Z ∩mY 〉).
We will prove that the the elements s⊥,Y and sx,Y defined in this way witness the fact that

X has a free skeleton. We begin by proving condition (i) of Definition 5.1. Let x ∈ X and let

Y ⊆ max ↑x be nonempty. We need to prove that sx,Y ∈ ↑x and Y = max ↑sx,Y . First, by the

definition of sx,Y there exists {z}∪Z ⊆ 2n such that sx,Y = p(〈z, Z ∩mY 〉) and x = p(〈z, Z〉).
Therefore, from 〈z, Z〉 6 〈z, Z ∩mY 〉 and the fact that p is order preserving it follows that

x = p(〈z, Z〉) 6 p(〈z, Z ∩ mY 〉) = sx,Y . Then we turn to prove that Y = max ↑sx,Y . By

Proposition 3.10(i) we have

max ↑sx,Y = max ↑p(〈z, Z ∩mY 〉) = p[max ↑〈z, Z ∩mY 〉].
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Moreover, by Proposition 6.3(iii) and the definition of the order relation of P(2n) we have

max ↑〈z, Z ∩mY 〉 = {〈v, {v}〉 : v ∈ 2n and v ∈ Z ∩mY }.

In view of the two displays above, it only remains to show that

Y = p[{〈v, {v}〉 : v ∈ 2n and v ∈ Z ∩mY }].

The prove the inclusion from left to right, consider y ∈ Y ⊆ max ↑x. Since x = p(〈z, Z〉),
we can apply Proposition 3.10(i), obtaining y ∈ p[max ↑〈z, Z〉]. By Proposition 6.3(iii) there

exists v ∈ 2n such that 〈z, Z〉 6 〈v, {v}〉 and p(〈v, {v}〉) = y. From the definition of the order

relation of P(2n) and of mY it follows that v ∈ Z ∩mY . Together with p(〈v, {v}〉) = y, this

yields that y belongs to the right hand side of the above display. Then we turn to prove

the inclusion from right to left. Let y be an element of the right hand side of the above

display. There there exists v ∈ 2n such that v ∈ Z ∩mY and p(〈v, {v}〉) = y. Since v ∈ mY ,

we conclude that y ∈ Y as desired. This concludes the proof of condition (i) of Definition 5.1.

Then we turn to prove condition (ii). Let x ∈ X and consider a pair of nonempty sets

Y1, Y2 ⊆ max ↑x such that Y1 ⊆ Y2. Then sx,Y1 = p(〈z, Z∩mY1〉) and sx,Y2 = p(〈z, Z∩mY2〉) for

some {z}∪Z ⊆ 2n. Since Y1 ⊆ Y2, the definition of mY1 and mY2 guarantees that mY1 ⊆ mY2 .

Therefore, 〈z, Z ∩mY2〉 6 〈z, Z ∩mY1〉 by the definition of the order relation of P(2n). As p

is order preserving, we conclude that sx,Y2 = p(〈z, Z ∩mY2〉) 6 p(〈z, Z ∩mY1〉) = sx,Y1 .

It only remains to prove condition (iii). Consider x ∈ X and a nonempty set Y ⊆ maxX

such that max ↑x ⊆ Y . Since p is surjective, there exists 〈y, Z〉 ∈ P(2n) such that x = p(〈y, Z〉).
We will prove that Z ⊆ mY . To this end, consider z ∈ Z. From 〈y, Z〉 ∈ P(2n) and z ∈ Z
it follows that y 6 z. Together with z ∈ Z, this implies 〈y, Z〉 6 〈z, {z}〉. Recall from

Proposition 6.3(iii) that 〈z, {z}〉 ∈ max ↑〈y, Z〉. Therefore, we can apply Proposition 3.10(i),

obtaining that p(〈z, {z}〉) ∈ max ↑p(〈y, Z〉) = max ↑x. As max ↑x ⊆ Y by assumption, we

have p(〈z, {z}〉) ∈ Y . By the definition of mY we conclude that z ∈ mY as desired. This

establishes that Z ⊆ mY . Together with 0 6 z, this yields 〈0,mY 〉 6 〈z, Z〉. As p is order

preserving, we obtain p(〈0,mY 〉) = p(〈z, Z〉) = x. Lastly, recall that s⊥,Y = p(〈0,mY 〉) by

definition. Hence, s⊥,Y 6 x. This concludes the proof that X has a free skeleton.

Then we turn to prove the implication from right to left. Let X be a finite poset with a

free skeleton. We will reason by induction on |maxX|. Notice that |maxX| > 1 because X

is finite and nonempty by assumption.

Base case. In this case, |maxX| = 1. Therefore, X has a maximum >. Furthermore, X has

a minimum ⊥ because it has a free skeleton. We will construct a surjective weak p-morphism

p : P(2n) → X for n = |X| + 1. To this end, observe that n > 2 because X 6= ∅. By

Proposition 6.3 the poset P(2n) has a minimum ⊥n and 2n atoms, none of which is maximal.

Let Y be the set of atoms of P(2n) and observe that |X| = n + 1 6 2n = |Y |. Then let

p : P(2n)→ X be any map satisfying the following requirements:

(i) p(⊥n) = ⊥;

(ii) p restricts to a surjection from Y to X;

(iii) p(x) = > for every x ∈ P(2n)r (Y ∪ {⊥n}).
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First, p is surjective by (ii). Then we turn to prove that p is order preserving. Consider

x, y ∈ P(2n) such that x < y. We have two cases: either x = ⊥n or ⊥n < x. If x = ⊥n, then

p(x) = ⊥ 6 p(y) by (i). Then we consider the case where ⊥n < x. Together with x < y,

this implies that y ∈ P(2n) r (Y ∪ {⊥n}). Therefore, p(x) 6 > = p(y) by (iii). Hence, we

conclude that p is order preserving.

It only remains to prove that p satisfies the weak p-morphism condition. To this end,

consider x ∈ P(2n) and y ∈ max ↑p(x). Since max ↑p(x) ⊆ maxX and by assumption

maxX = {>}, we obtain y = >. Moreover, as P(2n) is finite, has atoms, and none of its

atoms is maximal, there exists z ∈ P(2n) r (Y ∪ {⊥n}) such that z ∈ max ↑x. By (iii) we

conclude that p(z) = > = y. Hence, p : P(2n) → X is a surjective weak p-morphism as

desired.

Inductive step. In this case, |maxX| = n+ 1 for some n > 1. Fix the enumerations

maxX = {w1, . . . , wn+1} and max{x ∈ X : x 6 w1, . . . , wn+1} = {v1, . . . , vt}. (1)

Since X has a free skeleton, it has a minimum. Hence, the second set above is nonempty.

For each i 6 n+ 1 let

Mi := (maxX)− {wi}.

Moreover, let ⊥ be the minimum of X. We will prove that

X = ↑s⊥,M1 ∪ · · · ∪ ↑s⊥,Mn+1 ∪ ↓{v1, . . . , vt}. (2)

Clearly, it suffices to prove the inclusion from left to right. Let x ∈ X. If max ↑x ⊆Mi for some

i 6 n+ 1, then x ∈ ↑s⊥,Mi
by condition (iii) of Definition 5.1. Otherwise, max ↑x = maxX,

and so x 6 w1, . . . , wn+1. Thus, x 6 vi for some i 6 t.

By Proposition 5.3 each poset ↑s⊥,Mi
has a free skeleton. Furthermore, ↑s⊥,Mi

has n

maximal elements by construction (namely, the elements of Mi). Therefore, we can apply the

inductive hypothesis, obtaining a surjective weak p-morphism pi : P(2mi)→ ↑s⊥,Mi
for some

mi ∈ Z+. By letting m := max{m1, . . . ,mn+1} and invoking Proposition 6.4, we may assume

that the domain of each pi is P(2m). Therefore, from now on we will work with surjective

weak p-morphisms pi : P(2m)→ ↑s⊥,Mi
.

While the following observation on Boolean lattices is an easy exercise, we decided to

sketch a proof for the sake of completeness.

Claim 6.7. There exists k ∈ Z+ such that 2k contains distinct elements

ŵ1, . . . , ŵn+1, v̂1, . . . , v̂t

satisfying the following conditions:

(i) if x1, x2 ∈ {ŵ1, . . . , ŵn+1, v̂1, . . . , v̂t} are distinct, then ↑x1 ∩ ↑x2 = {1}, where 1 is the

maximum of 2k;

(ii) for each i 6 n+ 1 there exists a coatom ai ∈ 2k such that [ŵi, ai] ∼= 2m;

(iii) for each j 6 t there exist coatoms bj1, . . . , b
j
n+1 ∈ 2k such that [v̂j, b

j
1∧· · ·∧b

j
n+1]
∼= 2|↓vj |+1.
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Proof of the Claim. Let

k := (n+ 1)(m+ 1) +
t∑

j=1

(n+ 1 + |↓vj|+ 1)

and identify the elements of 2k with the functions f : {1, . . . , k} → {0, 1}. Moreover, consider

i 6 n+ 1 and j 6 t. Then let ŵi, v̂j, ai, b
j
1, . . . , b

j
n+1 be the functions from {1, . . . , k} to {0, 1}

defined as follows: for each h ∈ {1, . . . , k},

ŵi(h) = 0 ⇐⇒ (i− 1)(m+ 1) < h 6 i(m+ 1);

v̂j(h) = 0 ⇐⇒
j−1∑
s=1

(n+ 1 + |↓vs|+ 1) < h− (n+ 1)(m+ 1) 6
j∑
s=1

(n+ 1 + |↓vs|+ 1);

ai(h) = 0 ⇐⇒ h = i(m+ 1);

bjl (h) = 0 ⇐⇒ h = (n+ 1)(m+ 1) +

j∑
s=1

(n+ 1 + |↓vs|+ 1)− (l − 1).

It is straightforward to check that conditions (i), (ii), and (iii) hold. �

Fix k ∈ Z+ and ŵi, v̂j, ai, b
j
1, . . . , b

j
n+1 ∈ 2k for every i 6 n + 1 and j 6 t satisfying

conditions (i), (ii), and (iii) of Claim 6.7. Let i 6 n + 1 and j 6 t. By condition (ii) of

Claim 6.7 we have ŵi 6 ai, whence ∅ 6= [ŵi, ai] ⊆ ↑ŵi. Similarly, by condition (iii) of

Claim 6.7 we have v̂j 6 bj1, . . . , b
j
n+1, whence ∅ 6= [v̂j, b

j
1 ∧ · · · ∧ b

j
n+1] ∪ {b

j
1, . . . , b

j
n+1} ⊆ ↑v̂j.

Therefore,

〈ŵi, [ŵi, ai]〉, 〈v̂j, [v̂j, bj1 ∧ · · · ∧ b
j
n+1] ∪ {b

j
1, . . . , b

j
n+1}〉 ∈ P(2k).

Then we consider the following upsets of P(2k):

Wi := ↑〈ŵi, [ŵi, ai]〉 and Vj := ↑〈v̂j, [v̂j, bj1 ∧ · · · ∧ b
j
n+1] ∪ {b

j
1, . . . , b

j
n+1}〉.

Claim 6.8. The upsets W1, . . . ,Wn+1, V1, . . . , Vt are pairwise disjoint.

Proof of the Claim. Suppose, with a view to contradiction, that there are distinct

U1, U2 ∈ {W1, . . . ,Wn+1, V1, . . . , Vt} (3)

and some 〈x, Z〉 ∈ U1 ∩ U2. By the definition of the Wi’s and Vj’s and the fact that the

elements ŵ1, . . . , ŵn+1, v̂1, . . . , v̂t are distinct by assumption there exist distinct

x1, x2 ∈ {ŵ1, . . . , ŵn+1, v̂1, . . . , v̂t}

such that U1 = ↑〈x1, Z1〉 and U2 = ↑〈x2, Z2〉 for some Z1, Z2 ⊆ 2k. As 〈x, Z〉 ∈ U1 ∩ U2, this

yields x1, x2 6 x. By condition (i) of Claim 6.7 we obtain x = 1, where 1 is the maximum

of 2k. Since 〈1, Z〉 = 〈x, Z〉 ∈ P(2k), we obtain ∅ 6= Z ⊆ ↑1 = {1}. Therefore, Z = {1}.
Consequently, 〈1, {1}〉 = 〈x, Z〉 ∈ U1. As U1 = ↑〈x1, Z1〉, this yields 1 ∈ Z1. By (3) we have

↑〈x1, Z1〉 = U1 ∈ {W1, . . . ,Wn+1, V1, . . . , Vt}.

Therefore, the definition of the Wi’s and Vj’s guarantee that Z1 is of the form [ŵi, ai] or

[v̂j, b
j
1∧· · ·∧b

j
n+1]∪{b

j
1, . . . , b

j
n+1} for some i 6 n+1 and j 6 t. As ai, b

j
1, . . . , b

j
n+1 are coatoms
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of 2k by conditions (ii) and (iii) of Claim 6.7, we conclude that 1 /∈ Z1, a contradiction with

1 ∈ Z1. �

Now, for each j 6 t let

V +
j := {〈x, Z〉 ∈ Vj : x ∈ [v̂j, b

j
1 ∧ · · · ∧ b

j
n+1] and {bj1, . . . , b

j
n+1} ( Z}.

From the definition of the order relation of P(2k) it immediately follows that V +
j is a downset

of Vj.

Claim 6.9. For every i 6 n+ 1 and j 6 t we have

Wi
∼= P(2m) and V +

j
∼= P(2|↓vj |+1).

Proof of the Claim. From the definition of Wi it follows that Wi = P([ŵi, ai]). Moreover, the

definition of V +
j implies that the map f̂ : V +

j → P([v̂j, b
j
1 ∧ · · · ∧ b

j
n+1]) given by f̂(〈x, Z〉) =

〈x, Z−{bj1, . . . , b
j
n+1}〉 is an isomorphism. Since an isomorphism X ∼= Y between finite posets

induces an isomorphism P(X) ∼= P(Y ), conditions (ii) and (iii) of Claim 6.7 yield

P([ŵi, ai]) ∼= P(2m) and P([v̂j, b
j
1 ∧ · · · ∧ b

j
n+1]
∼= P(2|↓vj |+1).

Therefore, we conclude that

Wi
∼= P(2m) and V +

j
∼= P(2|↓vj |+1). �

We will rely on the following observation.

Claim 6.10. The following conditions hold for every i 6 n+ 1 and j 6 t:

(i) there exists a weak p-morphism p̂i : Wi → X such that ↑s⊥,Mi
⊆ p̂i[Wi];

(ii) there exists a weak p-morphism q̂j : Vj → X such that ↓vj ⊆ q̂j[Vj].

Proof of the Claim. (i): Recall that the map pi : P(2m) → ↑s⊥,Mi
is a surjective weak p-

morphism. In view of Claim 6.9, we can identify P(2m) with Wi. Therefore, we can view pi as

a surjective weak p-morphism p̂i : Wi → ↑s⊥,Mi
. Lastly, as ↑s⊥,Mi

is an upset of X, we may

assume that the codomain of p̂i is X. In this way, we obtain a weak p-morphism p̂i : Wi → X

such that ↑s⊥,Mi
⊆ p̂i[Wi].

(ii): Observe that the poset ↓vj is finite and has maximum and minimum (the latter

because X has a free skeleton). Therefore, ↓vj has also a free skeleton by Proposition 5.2

and only one maximal element. Consequently, we can apply the base case of the induction to

↓vj, obtaining a surjective weak p-morphism qj : P(2|↓vj |+1)→ ↓vj. In view of Claim 6.9, we

can identify P(2|↓vj |+1) with V +
j . Therefore, we can view qj as a surjective weak p-morphism

qj : V +
j → ↓vj.

We will extend qj to a weak p-morphism q̂j : Vj → X such that ↓vj ⊆ q̂j[Vj]. To this end,

recall that maxX = {w1, . . . , wn+1}. For each x ∈ Vj let

d(x) := {wi : x 6 〈bji , {b
j
i}〉}

and

e(x) :=

{
d(x) if max ↑x ⊆ {〈bj1, {b

j
1}〉, . . . , 〈b

j
n+1, {b

j
n+1}〉};

d(x) ∪ {w1} otherwise.
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Notice that for each x ∈ Vj the set e(x) is a nonempty subset of maxX = {w1, . . . , wn+1}.
Furthermore, maxX = max ↑vj by the definition of vj. Therefore, for each x ∈ Vj we can

consider the element svj ,e(x) of X. Then let q̂j : Vj → X be the map defined for every x ∈ Vj
as

q̂j(x) :=


qj(x) if x ∈ V +

j ;

svj ,e(x) if x /∈ V +
j ∪maxP(2k);

wi if x ∈ maxP(2k) and e(x) = {wi}.

We begin by proving that q̂j is well defined. First, the conditions in the definition of q̂j are

mutually exclusive because V +
j ∩maxP(2k) = ∅ by the definition of V +

j and the description

of maxP(2k) in Proposition 6.3(iii). Therefore, it suffices to show that they cover all the

possible cases. To this end, consider x ∈ Vj for which the first two conditions in the definition

of q̂j fail. Then x ∈ maxP(2k). Therefore, we can apply Proposition 6.3(iii) obtaining that

x can be below at most one element of the form 〈bji , {b
j
i}〉 for i 6 n + 1, in which case

x = 〈bji , {b
j
i}〉. By the definition of d(x) this yields that one of the following conditions holds:

A. x 6= 〈bji , {b
j
i}〉 for all i 6 n+ 1 and d(x) = ∅;

B. x = 〈bji , {b
j
i}〉 and d(x) = {wi} for some i 6 n+ 1.

Moreover, ↑x = {x} because x is maximal. Together with the definition of e(x), this implies

that if case (A) holds, then e(x) = {w1}, while if case (B) holds, then e(x) = {wi}. In both

cases, the third condition in the definition of q̂j holds for x. Hence, we conclude that q̂j is

well defined as desired.

From the definition of q̂j it follows that ↓vj ⊆ q̂j[Vj] because qj : V +
j → ↓vj is surjective

and q̂j extends qj. Therefore, it only remains to prove that q̂j is a weak p-morphism.

We begin by proving that q̂j is order preserving. To this end, let x, y ∈ Vj be such that

x < y. If x, y ∈ V +
j , then q̂j(x) = qj(x) 6 qj(y) = q̂j(y), where the middle inequality holds

because qj is order preserving by assumption. Therefore, we may assume that either x or y

does not belong to V +
j . As V +

j is a downset of Vj, x < y, and x, y ∈ Vj, we obtain y /∈ V +
j .

By the definition of q̂j this implies q̂j(y) ∈ {svj ,e(y), w1, . . . , wn+1}. Since vj 6 svj ,e(y) and

vj 6 w1, . . . , wn+1 (the latter by (1)), we obtain vj 6 q̂j(y). Now, we have two cases: either

x ∈ V +
j or x /∈ V +

j . First suppose that x ∈ V +
j . Then q̂j(x) = qj(x). Since the codomain of

qj is ↓vj, we obtain qj(x) 6 vj and, therefore, q̂j(x) = qj(x) 6 vj 6 q̂j(y) as desired. Then

we consider the case where x /∈ V +
j . Since x < y by assumption, we have x /∈ maxP(2k).

Therefore, x /∈ V +
j ∪maxP(2k) and by the definition of q̂j we obtain q̂j(x) = svj ,e(x). We have

two cases: either q̂j(y) = svj ,e(y) or not. Suppose first that q̂j(y) = svj ,e(y). From x 6 y it

follows that d(y) ⊆ d(x). Together with max ↑y ⊆ max ↑x and the definition of e(x) and

e(y), this yields e(y) ⊆ e(x). Therefore, svj ,e(x) 6 svj ,e(y) by condition (ii) of Definition 5.1.

Consequently, q̂j(x) = svj ,e(x) 6 svj ,e(y) = q̂j(y) as desired. Then we consider the case where

q̂j(y) 6= svj ,e(y). Since y /∈ V +
j by assumption, the definition of q̂j guarantees that q̂j(y) = wi

for some i 6 n+1 such that e(y) = {wi}. As e(y) ⊆ e(x), we get wi ∈ e(x). Then svj ,e(x) 6 wi
by condition (i) of Definition 5.1. Hence, q̂j(x) = svj ,e(x) 6 wi = q̂j(y). This concludes the

proof that q̂j is order preserving.
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Then we turn to prove that q̂j satisfies the weak p-morphism condition. Recall that

maxX = {w1, . . . , wn+1}. Then consider x ∈ Vj and wi ∈ max ↑q̂j(x). We need to find

some y ∈ max ↑x such that q̂j(y) = wi. We have two cases: either x ∈ maxP(2k) or

x /∈ maxP(2k). Suppose first that x ∈ maxP(2k). Recall that V +
j ∩ maxP(2k) = ∅.

Therefore, x ∈ maxP(2k)−V +
j . Since the map q̂j is well defined, the element x should satisfy

at least one of the three conditions in the definition of q̂j . From x ∈ maxP(2k)−V +
j it follows

that x can only satisfy the third condition. Hence, x must satisfy this condition, which

means that there exists h 6 n+ 1 such that e(x) = {wh} and, therefore, q̂j(x) = wh. From

wh = q̂j(x) 6 wi and the fact that wh ∈ maxX it follows that wh = wi, whence q̂j(x) = wi.

Therefore, we are done letting y := x. Then we consider the case where x /∈ maxP(2k).

We have two cases: either x 6 〈bji , {b
j
i}〉 or x 
 〈bji , {b

j
i}〉. Suppose first that x 6 〈bji , {b

j
i}〉.

By Proposition 6.3(iii) we have 〈bji , {b
j
i}〉 ∈ maxP(2k). Consequently, d(〈bji , {b

j
i}〉) = {wi}

and, therefore, e(〈bji , {b
j
i}〉) = {wi}. By the definition of q̂j this implies q̂j(〈bji , {b

j
i}〉) = wi.

Hence, we are done letting y := 〈bji , {b
j
i}〉. Then we consider the case where x 
 〈bji , {b

j
i}〉.

Together with x ∈ Vj and the definition of V +
j , this implies x /∈ V +

j . Since x /∈ maxP(2k),

the definition of q̂j guarantees that q̂j(x) = svj ,e(x). As q̂j(x) 6 wi, this yields svj ,e(x) 6 wi.

By condition (i) of Definition 5.1 and the assumption that wi ∈ maxX we obtain wi ∈ e(x).

On the other hand, from x 
 〈bji , {b
j
i}〉 it follows that wi /∈ d(x). Thus, wi ∈ e(x) − d(x).

By the definition of e(x) this ensures that i = 1 and there exists y ∈ max ↑x such that

y /∈ {〈bjh, {b
j
h}〉 : h 6 n + 1}. Since y ∈ maxP(2k), this implies d(y) = ∅ and e(y) = {w1}.

Hence, from the definition of q̂j it follows that q̂j(y) = w1 = wi. �

By Claim 6.8 the following set is an upset of P(2k):

U := W1 ∪ · · · ∪Wn+1 ∪ V1 ∪ · · · ∪ Vt.

Moreover, from Claims 6.8 and 6.10 it follows that

r := p̂1 ∪ · · · ∪ p̂n+1 ∪ q̂1 ∪ · · · ∪ q̂t
is a well-defined weak p-morphism from U to X. In addition, r : U → X is surjective

by equation (2) and Claim 6.10. Hence, the map r can be extended to a surjective weak

p-morphism r+ : P(2k)→ X by Proposition 5.4. �

7. Axiomatization and decidability

From Theorem 6.1 it follows that the universal theory Th∀(FPDL(ℵ0)) is decidable, as we

proceed to explain.

Definition 7.1. Let A ∈ PDL be finite and with universe A = {a1, . . . , an}. Then

(i) the positive atomic diagram of A is the set of equations

diag(A)+ := {f(xi1 , . . . , xim) ≈ xk : f ∈ {∧,∨,¬, 0, 1} and the arity of f is m,

i1, . . . , im, k 6 n, and fA(ai1 , . . . , aim) = ak};

(ii) the negative atomic diagram of A is the set of negated equations

diag(A)− := {xm 6≈ xk : m < k 6 n};
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(iii) the atomic diagram of A is the set of formulas

diag(A) := diag(A)+ ∪ diag(A)−.

Notice that diag(A) is a finite set of formulas with free variables among x1, . . . , xn.

We will denote the first-order implication, conjunction, and disjunction by ⇒, u, and

t, respectively. The following is an immediate consequence of the definition of an atomic

diagram (see, e.g., [6, Prop. 2.1.8]).

Proposition 7.2. Let A,B ∈ PDL with A finite. Then A embeds into B if and only if

B � ∃x1, . . . , xn
l

diag(A).

Recall that PDL is a finitely axiomatizable class, so let Σ be a finite set of axioms for PDL.

Proposition 7.3. The theory Th∀(FPDL(ℵ0)) is recursively axiomatizable by

Σ ∪ {¬∃x1, . . . , xn
l

diag(A) : A belongs to PDL, is finite, and lacks a free skeleton}.

Proof. From Theorem 6.1 and Proposition 7.2 it follows that the set of formulas in the

statement axiomatizes Th∀(FPDL(ℵ0)). Therefore, it only remains to prove that this set is

recursive. This follows from the fact that Σ is finite and that we can check mechanically

whether a finite A ∈ PDL has a free skeleton by inspecting the poset A∗. �

Since PDL is a finitely axiomatizable class, we can apply Theorem 2.7 and Proposition 7.3,

obtaining the desired conclusion.

Theorem 7.4. The theory Th∀(FPDL(ℵ0)) is decidable.

While Proposition 7.3 provides indeed a recursive axiomatization for Th∀(FPDL(ℵ0)), this

axiomatization has the obvious flaw of being a “brute force” one, in the sense that it consists

in prohibiting one by one all the finite pseudocomplemented distributive lattices that are

not models of the theory. In the rest of this section, we will amend this by presenting an

alternative axiomatization of Th∀(FPDL(ℵ0)) which, although still infinite, captures the idea

of “having a free skeleton” in a more cogent way.

To this end, it is convenient to recall the definition of some terms introduced in [14]. Let

~x = 〈x1, . . . , xn〉 be an tuple of variables and denote the powerset of {1, . . . , n} by ℘(n). For

every T ∈ ℘(n) consider the term

aT (~x) :=
∧
i∈T

xi ∧
∧
i/∈T

¬xi.

Then let

S(n) := {〈L, T 〉 : L ∈ ℘(n), T ⊆ ℘(n), and ∅ 6= L ⊆
⋂
T }.

For each 〈L, T 〉 ∈ S(n) consider the term

pTL (~x) :=
∧
i∈L

xi ∧ ¬¬

(∨
T∈T

aT (~x)

)
.

Moreover, define a partial order 6 on S(n) by setting

〈L, T 〉 6 〈L′, T ′〉 ⇐⇒ L ⊇ L′ and T ⊆ T ′.
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We will rely on the following observation, which stems from [14]. Since its proof requires a

detour from the issue under consideration, we decided to include it in the Appendix.

Proposition 7.5. Let A ∈ PDL be generated by a1, . . . , an and let ~a = 〈a1, . . . , an〉. The

following conditions hold for every b ∈ A:

(i) b ∈ At(A) if and only if b 6= 0 and there exists T ∈ ℘(n) such that b = aT (~a);

(ii) b ∈ Jirr(A) if and only if there exists 〈L, T 〉 ∈ S(n) such that

b = pTL (~a) and b 6=
∨
{pT ′

L′ (~a) : 〈L′, T ′〉 ∈ S(n) and 〈L′, T ′〉 < 〈L, T 〉}.

The description of At(A) and Jirr(A) in the above result can be expressed with first-order

formulas in the language of pseudocomplemented distributive lattices as follows.

Definition 7.6. Given n ∈ Z+ and a term t = t(~x) with ~x = 〈x1, . . . , xn〉, let

Att,n(~x) := t 6≈ 0 u
⊔

T∈℘(n)

t ≈ aT (~x);

Jirrt,n(~x) :=
⊔

〈L,T 〉∈S(n)

(
t ≈ pTL (~x) u t 6≈

∨
{pT ′

L′ (~x) : 〈L′, T ′〉 ∈ S(n) and 〈L′, T ′〉 < 〈L, T 〉}
)
.

The following is an immediate consequence of Proposition 7.5.

Corollary 7.7. Let A ∈ PDL be generated by a1, . . . , an and let ~a = 〈a1, . . . , an〉. The

following conditions hold for every term t(x1, . . . , xn):

(i) t(~a) ∈ At(A) if and only if A � Att,n(~a);

(ii) t(~a) ∈ Jirr(A) if and only if A � Jirrt,n(~a).

When ~x and ~y are disjoint tuples of variables, t a term, and G a first-order formula, we

will often write t(~x, ~y) and G(~x, ~y) to denote t(~u) and G(~u), where ~u is the concatenation of

~x and ~y.

Definition 7.8. Let P (~x, ~y) and Q(~x, ~y, ~z) be quantifier-free formulas, where ~x = 〈x1, . . . , xn〉,
~y = 〈y1, . . . , ym〉, and ~z = 〈z1, . . . , zk〉 are disjoint tuples of variables. Then let Fn,m,k(~x, ~y)

be the quantifier-free formula A⇒ B with

A := Jirrx1,n+m(~x, ~y) u
ml

i=1

Atyi,n+m(~x, ~y) u P (~x, ~y);

B :=
⊔

S′∈S(n+m)k

(
Q(~x, ~y, p1, . . . , pk) u

kl

j=1

Jirrpj ,n+m(~x, ~y)

)
,

where S ′ = 〈〈L1, T1〉, . . . , 〈Lk, Tk〉〉 and pj denotes the term p
Tj
Lj

(~x, ~y) for every j 6 k.

Proposition 7.9. Let A ∈ PDL, ~a = 〈a1, . . . , an〉 ∈ An, and ~b = 〈b1, . . . , bm〉 ∈ Am.

Moreover, let B be the subalgebra of A generated by a1, . . . , an, b1, . . . , bm. If Fn,m,k(~x, ~y) is

as in Definition 7.8, then

A � Fn,m,k(~a,~b) ⇐⇒ if a1 ∈ Jirr(B), b1, . . . , bm ∈ At(B), and B � P (~a,~b),

then there exists ~c ∈ Jirr(B)k such that B � Q(~a,~b,~c).
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Proof. We begin by observing that A � Fn,m,k(~a,~b) if and only if B � Fn,m,k(~a,~b) because

Fn,m,k(~x, ~y) is quantifier-free and a1, . . . , an, b1, . . . , bm ∈ B. Therefore, it will be enough to

prove that

B � Fn,m,k(~a,~b) ⇐⇒ if a1 ∈ Jirr(B), b1, . . . , bm ∈ At(B), and B � P (~a,~b),

then there exists ~c ∈ Jirr(B)k such that B � Q(~a,~b,~c).
(4)

Since B is generated by a1, . . . , an, b1, . . . , bm, the following conditions hold by Corollary 7.7:

(i) the antecedent of Fn,m,k(~a,~b) holds in B if and only if B � P (~a,~b) with a1 ∈ Jirr(B)

and b1, . . . , bm ∈ At(B);

(ii) the consequent of Fn,m,k(~a,~b) holds in B if and only if there exist 〈L1, T1〉, . . . , 〈Lk, Tk〉 ∈
S(n+m) such that

B � Q(~a,~b, pT1L1
(~a,~b), . . . , pTkLk

(~a,~b)) with pT1L1
(~a,~b), . . . , pTkLk

(~a,~b) ∈ Jirr(B).

Therefore, in order to prove (4), it only remains to show that the following conditions are

equivalent:

A. there exists ~c ∈ Jirr(B)k such that B � Q(~a,~b,~c);

B. there exist 〈L1, T1〉, . . . , 〈Lk, Tk〉 ∈ S(n+m) such that B � Q(~a,~b, pT1L1
(~a,~b), . . . , pTkLk

(~a,~b))

with pT1L1
(~a,~b), . . . , pTkLk

(~a,~b) ∈ Jirr(B).

Clearly, (B) implies (A). Then we turn to prove the converse. Suppose that (A) holds,

that is, there exists ~c = 〈c1, . . . , ck〉 ∈ Jirr(B)k such that B � Q(~a,~b,~c). Since B is

generated by a1, . . . , an, b1, . . . , bm, Proposition 7.5(ii) implies that for every i 6 k there exists

〈Li, Ti〉 ∈ S(n+m) such that ci = pTiLi
(~a,~b). Therefore, (B) holds as desired. �

Let ~x = 〈x1, . . . , xn〉 and ~y = 〈y1, . . . , ym〉 be disjoint tuples of variables. We will define

two kinds of formulas:

(i) for each h 6 m let

Pn,m,h(~x, ~y) :=
hl

i=1

yi 6 x1 u
ml

j=h+1

yj 
 x1;

(ii) for each h > 1 fix a bijection f : {1, . . . , 2h − 1} → ℘(h)− {∅}. Then for each tuple of

variables ~z = 〈z1, . . . , z2h−1〉 disjoint from ~x and ~y let Qn,m,h(~x, ~y, ~z) be the formula( l

i62h−1

zi 6 x1

)
u
( l

i,j62h−1
f(i)⊆f(j)

zi 6 zj

)
u
( l

i62h−1, j6m
j∈f(i)

yj 6 zi

)
u
( l

i62h−1, j6m
j/∈f(i)

yj 
 zi

)
.

Definition 7.10. Let ~x = 〈x1, . . . , xn〉 and ~y = 〈y1, . . . , ym〉 be disjoint tuples of variables.

Then for each 1 6 h 6 m let FSn,m,2h−1(~x, ~y) be the quantifier-free formula obtained from

Pn,m,h(~x, ~y) and Qn,m,h(~x, ~y, ~z) as in Definition 7.8, where ~z = 〈z1, . . . , z2h−1〉 is a tuple of

variables disjoint from ~x and ~y.

We recall that the universal closure of a quantifier-free formula P (~x) is the universal

sentence ∀~xP (~x). We are now ready to present the new set of axioms for Th∀(FPDL(ℵ0)).
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Definition 7.11. Consider the quantifier-free formula

DN(x, y, z) := ¬¬x = y ∨ z ⇒ (y = ¬¬x t z = ¬¬x).

Then let Σ be the set of universal closures of the formulas in

{0 6≈ 1,DN(x, y, z)} ∪ {FSn,m,2h−1(~x, ~y) : n,m, h ∈ Z+ and h 6 m}.

Proposition 7.12. Let A ∈ PDL. Then A � Σ if and only if B∗ has a free skeleton for

every finite subalgebra B of A.

Proof. It suffices to show that A � Σ if and only if every finite subalgebra B of A is nontrivial

and satisfies conditions (i), (ii), and (iii) of Proposition 5.6. To prove the implication from

left to right, assume that A � Σ and consider a finite subalgebra B of A. As A � 0 6≈ 1,

the algebra B is nontrivial. Then let a ∈ Jirr(B) and nonempty Y, Z ⊆ At(B) ∩ ↓a. As

a ∈ Jirr(B), we have a 6= 0. Since B is finite, this yields At(B)∩↓a 6= ∅. Fix an enumeration

{b1, . . . , bm} of At(B) such that {b1, . . . , bh} = At(B) ∩ ↓a. Then consider a2, . . . , an ∈ B
such that a, a2, . . . , an, b1, . . . , bm generate B. Let ~a := 〈a, a2, . . . , an〉 and ~b := 〈b1, . . . , bm〉.
Since A � Σ, we have that A � FSn,m,2h−1(~a,~b). Furthermore, from At(B) = {b1, . . . , bm}
and At(B) ∩ ↓a = {b1, . . . , bh} it follows that

b1, . . . , bn 6 a and bh+1, . . . , bm 
 a.

By the definition of Pn,m,h this amounts to B � Pn,m,h(~a,~b). Therefore, Proposition 7.9

implies that there exist c1, . . . , c2h−1 ∈ Jirr(B) such that B � Qn,m,h(~a,~b, c1, . . . , c2h−1). By

the definition of Qn,m,h this means that there exists a bijection f : {1, . . . , 2h−1} → ℘(h)−{∅}
such that

1. ci 6 a for every i 6 2h − 1;

2. ci 6 cj for every i, j 6 2h − 1 such that f(i) ⊆ f(j);

3. bj 6 ci for every i 6 2h − 1 and j 6 m such that j ∈ f(i);

4. bj 
 ci for every i 6 2h − 1 and j 6 m such that j /∈ f(i).

For each i 6 2h − 1 let ca,f(i) := ci. Since f : {1, . . . , 2h − 1} → ℘(h)− {∅} is a bijection and

At(B) ∩ ↓a = {b1, . . . , bh}, this is a definition of ca,Y for each nonempty Y ⊆ At(B) ∩ ↓a.

From (1), (3), and (4) it follows that for every nonempty Y ⊆ At(B) ∩ ↓a we have

that ca,Y 6 a and At(B) ∩ ↓ca,Y = Y . Moreover, (2) yields ca,Y 6 ca,Z for each nonempty

Y, Z ⊆ At(B)∩↓a such that Y ⊆ Z. Thus, B satisfies conditions (i) and (ii) of Proposition 5.6.

Lastly, since A validates ∀x, y, zDN(x, y, z) by hypothesis, ¬¬b ∈ Jirr(A) for every b ∈ A−{0}.
Consequently, ¬¬b ∈ Jirr(B) for every b ∈ B − {0}. Thus, B satisfies condition (iii) of

Proposition 5.6 as well. Hence, we conclude that B has a free skeleton.

To prove the other implication, suppose that every finite subalgebra B of A is nontrivial

and satisfies conditions (i), (ii), and (iii) of Proposition 5.6. First, as every finite subalgebra

of A is nontrivial, so is the two-element subalgebra with universe {0, 1}. It follows that

A � 0 6≈ 1. Then we turn to prove that A � ∀x, y, zDN(x, y, z). It suffices to show that

¬¬b ∈ Jirr(A) for every b ∈ A− {0}. Consider b, c, d ∈ A such that b 6= 0 and ¬¬b = c ∨ d
and let B be the subalgebra of A generated by the elements b, c, and d. Then B is finite

because PDL is locally finite. Thus, condition (iii) of Proposition 5.6 holds in B, and hence
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¬¬b ∈ Jirr(B). It follows that ¬¬b = c or ¬¬b = d. As b 6= 0 by assumption, this shows that

¬¬b ∈ Jirr(A).

It only remains to prove that A validates ∀~x, ~y FSn,m,2h−1(~x, ~y) for each n,m, h ∈ Z+ such

that h 6 m. To this end, let ~a = 〈a1, . . . , an〉 ∈ An, ~b = 〈b1, . . . , bm〉 ∈ Am, and 1 6 h 6 m.

We will show that A � FSn,m,2h−1(~a,~b) using Proposition 7.9. Let B be the subalgebra of A

generated by a1, . . . , an, b1, . . . , bm. Then B is finite because PDL is locally finite. Suppose

that a1 ∈ Jirr(B), b1, . . . , bm ∈ At(B), and B � Pn,m,h(~a,~b). We only need to prove that

there exists ~c ∈ Jirr(B)2
h−1 such that B � Qn,m,h(~a,~b,~c). First, observe that bi 6 a1 if and

only if i 6 h because B � Pn,m,h(~a,~b). Consequently, {b1, . . . , bh} ⊆ At(B) ∩ ↓a1. Thus, if

Y ⊆ {b1, . . . , bh}, then Y ⊆ At(B) ∩ ↓a1. In view of condition (i) of Proposition 5.6 and

{b1, . . . , bh} ⊆ At(B) ∩ ↓a1, for every nonempty Y ⊆ {b1, . . . , bh} there exists ca1,Y ∈ Jirr(B)

such that ca1,Y 6 a1 and At(B) ∩ ↓ca1,Y = Y . In particular, bi 6 ca1,Y if and only if bi ∈ Y .

Similarly, condition (ii) of Proposition 5.6 yields that for every nonempty Y, Z ⊆ {b1, . . . , bh}
with Y ⊆ Z we have ca1,Y 6 ca1,Z . Now, let f : {1, . . . , 2h− 1} → ℘(h)−{∅} be the bijection

underlying the definition of Qn,m,h. Then define ci := ca1,Y with Y := {bj : j ∈ f(i)} for

each i 6 2h − 1. From the definition of Qn,m,h it follows that B � Qh(~a,~b, c1, . . . , c2h−1) as

desired. �

As a consequence, we obtain the desired result.

Theorem 7.13. Th∀(FV(ℵ0)) is axiomatized by Σ.

Proof. Let A ∈ PDL. By Theorem 6.1 we have that A � Th∀(FV(ℵ0)) if and only if B∗ has

a free skeleton for every finite subalgebra B of A. Proposition 7.12 yields that the latter

condition holds if and only if A � Σ. Hence, Th∀(FV(ℵ0)) is axiomatized by Σ. �

Remark 7.14. We recall that a universal sentence is said to be admissible in a variety V when

it holds in the free algebra FV(ℵ0) (see, e.g., [5, Thm. 2]). Moreover, an axiomatization

of Th∀(FV(ℵ0)) is often called a base for the universal sentences admissible in V. In this

parlance, Theorem 7.4 states that the problem of determining whether a universal sentence is

admissible in PDL is decidable and Theorem 7.13 identifies a basis for the universal sentences

admissible in PDL. On the other hand, these results do not admit an immediate translation

in terms of the admissibility of multiconclusion rules in the implication-free fragment of

intuitionistic propositional logic IPC because this fragment is not algebraizable in the sense

of [3] (for more details, see [21]). �
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Appendix

Our aim is to prove Proposition 7.5. To this end, we will rely on the next technical

observation.

Lemma A.1. Let A,B ∈ PDL be finite, h : A→ B a surjective homomorphism, and b ∈ B.

Then the following conditions hold:

(i) b ∈ At(B) if and only if b 6= 0 and there exists a ∈ At(A) such that h(a) = b;

(ii) b ∈ Jirr(B) if and only if there exists a ∈ Jirr(A) such that

h(a) = b and b 6=
∨
{h(c) : c ∈ Jirr(A) and c < a}.

Proof. We first establish the following claim.

Claim A.2. Let a =
∧
h−1[↑b]. Then h(a) = b and for every c < a we have h(c) < b. In

addition, if b ∈ Jirr(B), then a ∈ Jirr(A).

Proof of the Claim. Observe that
∧
h−1[↑b] exists because A is finite. Since h is a homomor-

phism of bounded distributive lattices, h−1[↑b] is a filter of A. Then a =
∧
h−1[↑b] ∈ h−1[↑b],

and so b 6 h(a). As h is onto, there exists c ∈ A such that h(c) = b. Then c ∈ h−1[↑b]. Thus,

a =
∧
h−1[↑b] 6 c, and hence b 6 h(a) 6 h(c) = b. It follows that h(a) = b.

Then consider c ∈ A such that c < a. First, observe that h(c) 6 h(a) = b. We will prove

that h(c) < b. Suppose the contrary. Together with h(c) 6 b, this yields h(c) = b. By the

definition of a we obtain a 6 c, a contradiction with the assumption that c < a. Hence, we

conclude that h(c) < b.

Lastly, suppose that b ∈ Jirr(B). We will show that a ∈ Jirr(A). Since b is join-irreducible,

↑b is a prime filter of B by Proposition 3.5. Then h−1[↑b] is a prime filter of A because h is a

homomorphism of bounded distributive lattices. Thus, a =
∧
h−1[↑b] is also join-irreducible

by Proposition 3.5. �

(i): We first prove the implication from left to right. Let b ∈ At(B). Then b 6= 0. Define

a :=
∧
h−1[↑b]. By the Claim we have h(a) = b. Therefore, it only remains to show that

a ∈ At(A). First, observe that a 6= 0 because h(a) = b and b 6= 0. Then consider c ∈ A such

that c < a. By the Claim we have h(c) < b. Since b is an atom by assumption, it follows that

h(c) = 0. Then h(¬c) = ¬h(c) = ¬0 = 1 > b. By the definition of a this yields a 6 ¬c and,

therefore, a ∧ c = 0. Together with c < a, this implies c = a ∧ c = 0. Hence, we conclude

that a ∈ At(A) as desired.

To prove the converse implication, consider a ∈ At(A) such that h(a) 6= 0. We need to

show that h(a) ∈ At(B). Since h(a) 6= 0, it suffices to show that for every d ∈ B such that

d 6 h(a) either d = h(a) or d = 0 holds true. Consider d ∈ B such that d 6 h(a). Since

h is surjective, there exists c ∈ A such that h(c) = d. Then h(c) 6 h(a), which implies

h(c) = h(c) ∧ h(a) = h(c ∧ a). As a is an atom, we have that either c ∧ a = a or c ∧ a = 0.

Together with d = h(c) = h(c ∧ a), this yields that either d = h(a) or d = h(0) = 0. Hence,

h(a) ∈ At(B).

(ii): We begin by proving the implication from left to right. Let b ∈ Jirr(B). Define

a :=
∧
h−1[↑b]. By the Claim we have h(a) = b and a ∈ Jirr(A). It only remains to
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show that b 6=
∨
{h(c) : c ∈ Jirr(A) and c < a}. To this end, consider c ∈ Jirr(A) such

that c < a. By the Claim we have h(c) < b. Since b is join-irreducible, it follows that

b 6=
∨
{h(c) : c ∈ Jirr(A) and c < a}.

Then we turn to prove the converse implication. Consider an element a ∈ Jirr(A) for which

h(a) 6=
∨
{h(c) : c ∈ Jirr(A) and c < a}. In order to establish that h(a) ∈ Jirr(B), we first

prove that

{d : d ∈ Jirr(B) and d < h(a)} ⊆ {h(c) : c ∈ Jirr(A) and c < a}.

Let d ∈ Jirr(B) and assume that d < h(a). Then consider c :=
∧
h−1[↑d]. By the Claim

we get h(c) = d and c ∈ Jirr(A). Since d < h(a), we have a ∈ h−1[↑d] and, therefore,

c =
∧
h−1[↑d] 6 a. From h(c) = d < h(a) it follows that c 6= a. Together with c 6 a, this

yields c < a. Thus, d = h(c) with c ∈ Jirr(A) and c < a. This establishes the above display,

which yields∨
{d : d ∈ Jirr(B) and d < h(a)} 6

∨
{h(c) : c ∈ Jirr(A) and c < a} < h(a), (5)

where the last inequality holds because we assumed h(a) 6=
∨
{h(c) : c ∈ Jirr(A) and c < a}

and h is order preserving. As B is finite, each of its elements is a join of join-irreducibles.

Consequently,∨
{e : e ∈ B and e < h(a)} =

∨
{d : d ∈ Jirr(B) and d < h(a)}.

Together with (5), the above display yields
∨
{e : e ∈ B and e < h(a)} < h(a). Thus, we

conclude that h(a) ∈ Jirr(B). �

Now, recall that the free generators of FPDL(n) are x0/θn, . . . , xn−1/θn and let

~x/θn := 〈x0/θn, . . . , xn−1/θn〉.

The atoms and join-irreducibles of FPDL(n) can be described as follows.

Theorem A.3. The following conditions hold for every n ∈ Z+:

(i) At(FPDL(n)) = {aT (~x/θn) : T ∈ ℘(n)};
(ii) Jirr(FPDL(n)) = {pTL (~x/θn) : 〈L, T 〉 ∈ S(n)};
(iii) for every 〈L, T 〉, 〈L′, T ′〉 ∈ S(n) we have

pTL (~x/θn) 6 pT
′

L′ (~x/θn) if and only if 〈L, T 〉 6 〈L′, T ′〉.

Proof. For (i) and (ii), see [14, Cors. 5.1 and 5.5(2)].

(iii): In the proof of [14, Thm. 5.7(2)], it is shown that pTL (~x/θn) 6 pT
′

L′ (~x/θn) if and only

if µLT 6
Cm µL

′

T ′ (for the definition of the latter, see [14]). Therefore, condition (iii) is an

immediate consequence of [14, Thm. 5.7(2)]. �

We are now ready to prove Proposition 7.5.

Proof. First, let h : FPDL(n) → A be the unique homomorphism such that h(xi/θn) = ai+1

for each i = 0, . . . , n− 1. Recall from Theorem 3.2 that PDL is locally finite. Therefore, the

free algebra FPDL(n) is finite. Moreover, h is surjective because A is generated by a1, . . . , an.

Hence, h satisfies the hypotheses of Lemma A.1. This fact will be used repeatedly in the rest

of the proof.
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(i): By Lemma A.1(i) we have that b ∈ At(A) if and only if b 6= 0 and there exists

c ∈ At(FPDL(n)) such that b = h(c). By Theorem A.3(i) the atoms of FPDL(n) are exactly the

elements of the form aT (~x/θn) for some T ∈ ℘(n). Moreover, the definition of h implies that

h(aT (~x/θn)) = aT (~a) for every T ∈ ℘(n). Hence, b ∈ At(A) if and only if b 6= 0 and there

exists T ∈ ℘(n) such that b = aT (~a).

(ii): By Lemma A.1(ii) we have that b ∈ Jirr(A) if and only if there exists d ∈ Jirr(FPDL(n))

such that

h(d) = b and b 6=
∨
{h(c) : c ∈ Jirr(FPDL(n)) and c < d}.

By Theorem A.3(ii) the join-irreducibles of FPDL(n) are exactly the elements of the form

pTL (~x/θn) for some 〈L, T 〉 ∈ S(n). As above, we have that h(pTL (~x/θn)) = pTL (~a) for every

〈L, T 〉 ∈ S(n). Lastly, recall from Theorem A.3(iii) that pT
′

L′ (~x/θn) 6 pTL (~x/θn) if and only if

〈L′, T ′〉 6 〈L, T 〉. Hence, b ∈ Jirr(A) if and only if there exists 〈L, T 〉 ∈ S(n) such that

b = pTL (~a) and b 6=
∨
{pT ′

L′ (~a) : 〈L′, T ′〉 ∈ S(n) and 〈L′, T ′〉 < 〈L, T 〉}. �
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